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Goals and objectives. Monte Carlo statistical methods, particularly those based on Markov chains, have now matured to be part of the standard set of techniques used by statisticians.  This course is intended to bring these techniques into the classroom, being a self-contained logical development of the subject, with all concepts being explained in detail, and all theorems, etc. having detailed proofs. There is also an abundance of examples and problems, relating the concept with statistical practice and enhancing primarily the application of simulation techniques to statistical problems of various difficulties.  That course give: random variable generation, Markov chains theory, definite integration, solutions: algebraic linearization system, second-type integral equation and boundary-value problem for elliptic equation.   
Trans-property: Probability theory, Mathematical statistics, Computational mathematics, Algebra, Geometry, Mathematical analysis, ODE, PDE, Functional analysis. 
Post- property: Financial mathematics, Monte Carlo methods, Stochastic Process, Mathematical Modelling.   

The structure of the course      

	Weeks 
	Name of subject (theme) 
	duration
	Marks

	
	
	
	minimum
	maximum

	Module 1. Random Variables. Random Variable Generation (RVG)

	1
-

2
	Lecture 1 – 4.  Elementary Probability Theory. Probability. Examples. Definition and illustrations. Deductions from the axioms. Independent events. Arithmetical density. Examples. Exercises. Random Variables. Examples. Definition of Random Variables. Distribution and Expectation. Definition of Mathematical Expectation. Examples. Integer-valued random variables. Examples. Random variables with densities. General case. Exercises. 
Seminar 1 – 2.  Distributions. Equiprobability distribution, Even/uniform distribution,  Binomial, Poisson, Geometric, Cauchy, Conditional, Conjugate, Dirichlet, Discrete, Exponential, Generalized inverse normal, Generalized inverse Gaussian, Isotropic vector in 3D space.  
Students self-instruction (SSI) by subject 1 – 2.  Any kind type of RVG. Computer simulation.  
 
	2
2

2
	
	`

	3

-

4
	Lecture 5 – 8. Methods of simulations of random variables. Pseudo-Random Number Generator. Uniform Random Variable on the interval 
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. Uniform Simulation. Algorithm a Uniform Pseudo-Random Number Generation. The Inverse Transform. Optimal Algorithms. General Transformation Methods. Accept-Reject Methods. The Fundamental Theorem of Simulation. The Accept-Reject Algorithm. Problems. Random Walks. Markov Chains. Transition probabilities. Basic structure of Markov chains. 
Seminar 3 – 4.  Random Walks. Markov Chains. Computer simulation of Markov Chains.
SSI  3 – 4.  Computer simulation of Markov Chains. 

	2
2

2


	
	

	Module 2. Monte Carlo Integration

	5

-

6
	Lecture 9 – 12.  Introduction. Tchebyshev inequality. Law of 
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. Classic Monte Carlo Integration. Importance Sampling. Estimated variance. Principles. Finite Variance Estimators. Comparing Importance Sampling with Accept-Reject. Laplace Approximations. Problems. Notes. 
Seminar 5 – 6.  Estimated of Integral 
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 by Monte Carlo methods. 
SSI  5 – 6.  Computer simulation of Estimated of Integral.

	2

2

2
	
	

	  Module 3. The Solution of the Linear Algebraic Equations System (LAES).  Discrete Markov Chains

	7
-

8
	Lecture 13 – 16.  The Reduced LAES. Sequential Methods of the Solutions LAES. The Discrete  Markov Chains. Stationary Chains. Chain Condition. Reversibility and the Detailed Balance Condition. Kac’s  Theorem. Ergodicity and Convergence. Ergodic Theorems. Central Limit Theorems. 
Seminar 7 – 8.  Algorithm of solutions of LEAS by Monte Carlo methods. 
SSI  7 – 8.    Computer simulation of Estimated of solutions of LEAS by Monte Carlo methods. 

	2
2

2


	
	

	
	Total Control (TC) No.1 (Weeks 1 – 7 )


	2
	
	

	                 Module 4. The Solution of the Integral Equations (IE). 

	9

-11
	Lecture 17– 22.  The Continuous Markov Chains and the Second-Order IE. The Algorithm of the Solution. The Biased Estimator of the Solution. The Theorem of the Variance. Estimations of the Solution of Integral Equation. Exercise of solutions IE by Monte Carlo methods.   
Seminar 9 – 11.  Algorithm of solutions of Integral Equations by Monte Carlo methods. Estimations of the Solution of Integral Equation. Exercise of solutions IE by Monte Carlo methods.   

SSI  9 – 11.    Computer simulation of Estimated of solutions of Integral Equations by Monte Carlo methods. 

	3
3

3
	
	

	         Module 5.  The Solution of the Boundary Value Problem of Elliptic Equation

	12-15
	Lecture 23 – 30.  The Solution of the Boundary Value Problem of Poisson Equation and Helmholtz Equation by Monte Carlo Methods. Green function of Helmholtz operator of the ball. Algorithms “Random walks on spheres” and “Random walks on lattices”. Continuous Markov Chains. Algorithm of solution of Dirichlet problem for Poisson equation. Algorithm of solution of Dirichlet problem for Helmholtz equation. Theorem of Variance. Estimation of derivatives on the solutions by Monte Carlo methods.  
Seminar 12 – 15.  Computer simulation of the algorithm “Random walks on spheres” and “Random walks on lattices”. Computer simulation of the solution of Dirichlet problem for Poisson equation. Computer simulation of the solution of Dirichlet problem for Helmholtz equation. Algorithm of estimations of derivatives on the solutions by Monte Carlo methods.    
SSI  12 – 15.    Computer simulation of the algorithm “Random walks on spheres” and “Random walks on lattices”. Computer simulation of the solution of Dirichlet problem for Poisson equation. Computer simulation of the solution of Dirichlet problem for Helmholtz equation. Computer simulation of the algorithm of estimations of derivatives on the solutions by Monte Carlo methods.
Computer simulation of the algorithm of solution of Dirichlet problem for Poisson equation by algorithm “Random walks on lattices”. 
	4
4

4
	
	

	
	Total Control  (TC) No.2 (Weeks 8 – 15 )


	2
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Control Test:  twice.
SSI:   a few times. 
Criterion of grade of the knowledge, marks in percent

	Lecture 
	30

	SSI – theory 
	

	SSI – practice(seminar) 
	15

	Total written examination
	45


	Weeks
	Lecture
	Seminar
	SSI
	TC
	TOTAL

	
	No.
	Mark
	No.
	Mark
	No.
	Mark
	
	Mark

	1
	1
	0,5
	1
	2
	1
	0,5
	
	3

	2
	2
	0,5
	2
	2
	2
	0,5
	
	3

	3
	3
	0,5
	3
	2
	3
	0,5
	
	4

	4
	4
	0,5
	4
	4
	4
	0,5
	
	5

	5
	5
	0,5
	5
	5
	5
	0,5
	
	6

	6
	6
	0,5
	6
	3
	6
	0,5
	
	4

	7
	7
	-
	7
	3
	7
	-
	3
	6

	Total: Weeks 1-7
	
	3
	
	21
	
	3
	3
	30

	8
	8
	0,5
	8
	2
	8
	0,5
	
	3

	9
	9
	0,5
	9
	4
	9
	0,5
	
	5

	10
	10
	0,5
	10
	3
	10
	0,5
	
	4

	11
	11
	0,5
	11
	3
	11
	0,5
	
	4

	12
	12
	0,5
	12
	2
	12
	0,5
	
	3

	13
	13
	0,5
	12
	1
	13
	0,5
	
	2

	14
	14
	-
	12
	3
	14
	-
	
	3

	15
	15
	-
	12
	3
	15
	-
	3
	6

	Total: Weeks 8-15
	
	3
	
	21
	
	3
	3
	30

	Total: Weeks 1-15
	
	6
	
	42
	
	6
	6
	60


The scale  of mark of  knowledge:

	Letter symbol of mark
	Digital of mark  (GPA)
	Mark (percent)
	Mark on tradition system  

	A
	4
	95-100
	“excellent”

	A-
	3,67
	90-94
	

	B+
	3,33
	85-89
	“good”

	B
	3
	80-84
	

	B-
	2,67
	75-79
	

	C+
	2,33
	70-74
	“satisfactory”

	C
	2
	65-69
	

	C-
	1,67
	60-64
	

	D+
	1,33
	55-59
	

	D
	1
	50-54
	

	F
	-
	0-49
	“unsatisfactory”


	I
	-
	-
	“Incomplete discipline” 

	W
	-
	-
	“Renunciation of discipline” 

	AW
	-
	-
	“Deduction off  discipline” 

	AU
	-
	-
	“To take a discipline” 

	P/NP (Pass / No Pass)
	-
	65-100/0-64
	“Pass / No Pass”
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